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CHAPTER 1 AVS
OVERVIEW

Introduction

The AVS system allows users to dynamically connect software modules to
create data flow networks for scientific computation. These modules pass
data of mutually agreed upon types between each other. Programmers can
extend AVS by developing new modules. There are a variety of ways in
which modules can be integrated into AVS. These allow the user a spectrum
between dynamic configuration and maximum efficiency.

This manual describes what a programmer needs to know to write AVS
modules. The manual assumes an elementary understanding of the concept
of a data flow network and a working knowledge of either the C or the
FORTRAN programming languages. It also assumes familiarity with AVS
on the user level. For AVS user documentation, see the AVS User’s Guide.

AVS Overview

AVS consists of two major parts: the main application (which includes the
AVS Kernel) and AVS modules, which are computational units that can be
linked together into flow networks.

The AVS Kernel includes the Network Editor, the control panel Layout Edi-
tor, the user interface code, functions that control execution of AVS flow
networks, and communications functions. The functions that control the ex-
ecution of flow networks created by the Network Editor are collectively re-
ferred to as the flow executive. When a flow network is active, its modules
are invoked in turn (and only when necessary) by the flow executive.

User-written modules are implemented as separate UNIX programs. They
communicate with the AVS Kernel using the Berkeley UNIX socket mecha-
nism and, in some cases, use shared memory. UNIX domain (local machine)
sockets are used where possible for efficiency, otherwise, TCP domain sock-
ets are used (for example, when modules are running on a remote machine,
or there are no more UNIX domain sockets available).

Modules can also be "builtin," i.e., linked directly into the AVS Kernel. Sev-
eral of the modules supplied by Advanced Visual Systems are currently im-
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plemented as "builtin” modules. While you can develop your own modules,
you cannot create "builtin” modules.

As the number of modules in use increases, AVS may use quite a large num-
ber of process slots in the UNIX kernel. As an efficiency enhancement, users
can place multiple modules into a single executable. Placing multiple mod-
ules in a single executable can cut down on system memory used as well as
reduce the number of process slots needed. The programmer declares multi-
ple modules in a single program by including multiple description functions in
the source code, each of which describes the relevant entry points and data
structures for a single module. Next, these modules are linked together in one
executable. The description functions are registered with the AVS Kernel by
making calls to the AVSmodule_from_desc routine within a user-supplied
function that must be named AVSinit_modules.

AVS passes high-level descriptions of images and geometric data to the
graphics display modules (Data Output modules). AVS implements these
modules using the graphics library interface that each platform supports
(PHIGS, PEX, GL, XGL, Dore, X, etc.). This provides high performance ren-
dering in a device independent manner. AVS also uses the X-Window library
for windowing and for generating the user interface widgets.

Modules

The fundamental unit of computation in AVS is the module. Modules process
inputs to generate outputs. Modules are intended to be fairly high-level units
of computation. For example, a module might be designed to compute a
threshold for a scalar field, but it would be inappropriate to design a module
to add two numbers. Modules also have parameters that the user can adjust
at run time to affect the action of the computation.

Modules specify to the AVS Kernel what data inputs they expect to receive
from other modules (image data or a color map, for example). Data input can
be required by the module, or it can be optional. Modules can also specify
data outputs. You connect these outputs to other modules that have compati-
ble inputs. To allow user interaction, modules define user-interface parame-
ters that are displayed and monitored by the AVS Kernel (for example, a
threshold value or a file name).

The module writer assigns a data type to each user-interface parameter and
can associate with it a particular widget that you use to set and view the pa-
rameter’s value. For example, an integer parameter could be displayed and
controlled using a dial widget, but it could just as well utilize a slider or
typein widget. AVS users generally should be allowed to control parameter
values. However, a module can set a parameter value internally at any time,
which may be necessary if the user sets a parameter to an illegal or nonsensi-
cal value.

You can conveniently extend the capabilities of AVS by writing a new mod-
ule. Because AVS operates on fairly general data types, you can define new

1-2
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modules to work with existing modules. Application developers can concen-
trate on algorithms that implement new functionality by building on capabil-
ities that already exist and utilizing the flexible user interface widgets. The
Module Generator helps developers in the process of creating these new
modules. A complete description of the Module Generator can be found in
the Applications Guide.

There are two kinds of modules, subroutine modules and coroutine modules. A
subroutine module’s computation function is invoked by AVS whenever its
inputs or parameters change. A coroutine module executes independently,
obtaining inputs from AVS and sending outputs to AVS whenever it wants. In
this document, "module” generally refers to a subroutine module, and "corou-
tine" refers to a coroutine module. Most of the modules provided with AVS
are subroutine modules.

Most subroutine modules consist of two main functions: the description
function and the computation function. You can write these functions in ei-
ther C or FORTRAN. The description function describes what data the mod-
ule takes as input and what data it produces as output, as well as the
parameters that control its behavior. The computation function performs the
operations intended by the module developer. It is called whenever an input
or user parameter changes. The data structures implicitly defined in the de-
scription function for inputs, outputs, and parameters are passed as argu-
ments to the computation function. The computation function typically
operates on the inputs and parameters to produce new output.

The flow executive calls a subroutine module’s computation function when
the module is marked as "changed” and it is the next changed module in the
run queue. A module is defined as "changed" when an input or parameter has
been modified. The run queue is only processed when the flow executive is
enabled. You can enable and disable the flow executive from the "Network
Tools" menu in the Network Editor.

You can convert many existing simulations and other scientific applications to
AVS coroutine modules by making the application use AVS data types, insert-
ing calls to transmit data to and from AVS, and writing a description function.

Data Types

There are two general classes of data in the system: primitive data and aggre-
gate data. Primitive data items are simple objects such as bytes, integers, float-
ing point numbers and text strings. Aggregate data items are the large chunks
of data that characterize modern scientific applications. One fundamental
type of aggregate data is called a field. Basically, a field contains computation-
al data along with associated coordinate data. For example, pressure and tem-
perature samples might be stored as computational data in a field, and the
sampling coordinates would be stored as the coordinate data in that same
field. The pressure and temperature samples can be associated as vector ele-
ments comprising each computational sample to be associated with a single
point.
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AVS contains aggregate data types useful for defining geometric as well as
numeric information. The geometry data type provides a flexible mechanism
for defining geometric objects. The unstructured cell data (UCD) type pro-
vides a way to define a geometric object composed of discrete cells with asso-
ciated data. UCD definitions are particularly useful for finite element analysis
and computational fluid dynamics applications. The molecular data type
(MDT) provides a way to define molecular and quantum structures. MDT ad-
dresses the needs of classical, substructure and quantum chemistry fields.

AVS also has other types of aggregate data, including colormaps and pix-
maps. Colormaps are data structures that define color lookup tables which
you can use to map numeric values to colors. Pixmaps are used to keep track
of X-Window pixel maps used to directly update the screen. Most users do
not deal directly with pixmaps because AVS provides modules that create
pixmap outputs from fields, geometries, and unstructured cell data types.

Any data type can be used as module input, but generally, only the primitive
data types are suitable for use as parameters. The only difference between a
parameter and module input is that parameters are usually associated with
user interface widgets.

AVS Flow Networks

An AVS user builds an application by constructing a network of modules. A
typical network might consist of modules performing three kinds of tasks:

* Importing data from outside AVS (or generating their own data) and con-
verting it into data of one of the AVS data types.

* Transforming AVS data in some way, producing output data of the same
or of a different AVS type.

* Rendering the data on a display screen, printer or plotter, or storing the
data to a file.

A module can receive data through an input port and transmit data through
an output port. A user who connects two modules is actually connecting an
output port of one module to an input port of another module. You can con-
nect two ports when they have matching AVS data types.

When a flow network contains remote modules (modules that are executing
on a remote machine), the data architecture (for example, the byte order or the
floating point format) used on the remote machine may be different. Howev-
er, this is not a problem for passing data between modules because the AVS
executive uses the External Data Representation (XDR) format when passing
data between dissimilar machines.

1-4
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Data Flow

The purpose of constructing a network is to provide a data-processing pipe-
line in which, at each step, the output of one module becomes the input of an-
other. In this way, data can enter AVS, flow through the modules of a
network, and finally be rendered on a display or stored outside AVS.

This process requires that each module in a network be invoked at the appro-
priate time. For a subroutine module, the computation function must be exe-
cuted whenever the inputs or parameters change. AVS has a flow executive
that is normally active during the life of the application. The flow executive
supervises data movement between modules, keeping track of which inputs
and parameters have changed and invoking modules in the correct order.

AVS uses a remote procedure call mechanism to establish communication be-
tween modules. When the user starts up a module, AVS creates a new process
in which that module runs. (When multiple modules are combined into a sin-
gle executable, a new process is hot created.) AVS also sets up a connection
between the module and AVS, using the Berkeley UNIX socket mechanism.
Both sides use remote procedure calls and, if possible, shared memory to
communicate through this connection.

AVS allows coroutine modules to execute independently. A coroutine is often
a simulation or animation; an application that executes multiple times to pro-
duce a series of frames or data sets. AVS communicates with coroutine mod-
ules through the same sort of remote procedure call mechanism it uses to
communicate with subroutine modules.

Modules will attempt to execute in parallel if all of the following conditions
are met:

e The user has specified the -parallel n command line option, where n is the
maximum number of modules that can execute at one time.

* There are multiple processors, local and/or remote, available for module
execution.

* The module has no input dependencies upon other modules that would
be executing at the same time. For example, networks often have multi-
ple, independent, parallel branches made up of multiple filtering and
mapping techniques. These independent branches can execute in parallel.

* Modules executing in parallel must be in different processes. If the mod-
ules happen to be compiled together to execute as one process (as most
AVS modaules are), the user can force execution as separate processes us-
ing either the blanket -separate option to AVS which will cause all mod-
ules to execute separately, or by fine-tuning their networks using the
Module Editor panel’s Process and Group controls to explicitly organize
different modules into different processes. See the "Advanced Topics"
chapter later in this manual and the "Module Editor" section of the User’s
Guide’s "Advanced Network Editor" chapter.
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Module Life Cycle

When AVS starts, it searches for libraries of modules to load. The libraries are
specified by the avsrc file ModuleLibraries entry. First, AVS always reads the
system default startup file in /usr/avs/runtime/avsrc. Users may override or
supplement the options in the system startup file with a personal avsrc file.
AVS looks for user avsrc files in the following order: 1) ./.avsrc in the current
directory, 2) SHOME/.avsrc in your home directory.

For each ModuleLibraries entry, the library files specified are used. The mod-
ule palettes are built using information from the library file. Since the library
file is ASCII text, it is easy to edit and comment out modules that are not
wanted prior to starting AVS.

When a module is instanced in a network, the executable for the module is
run as a UNIX process (unless it is a "builtin” module). The module descrip-
tion function is called and information about the module’s inputs, outputs,
parameters, and computation function are sent back to the AVS Kernel. The
Kernel automatically builds user interface widgets for any input parameters.
If the module has specified an "initialize" function, that function is called.
Please note that during the initialization process, calls to AVScommand will
not work.

When it is time for a module’s computation function to run, the flow execu-
tive sends the module a message with the input port and parameter values.
The first message is not sent until all input ports with the REQUIRED option
have been attached and data is available, at which point the module’s compu-
tation function is called.

When a module is "hammered" (destroyed), the AVS Kernel sends a shut-
down message to the module. If the programmer has specified a destruction
function, it is called before the module exits. Please note that during the de-
stroy process, calls to AVScommand will not work.

Use of Shared Memory

Shared memory regions are a form of interprocess communication that allow
sharing of data between processes without having to copy the data. The data
must be placed in a memory buffer that is set up with UNIX system calls to be
a shared memory region. Multiple programs can then map to the same pages
of physical memory using their own virtual addresses, by making UNIX sys-
tem calls. There can thus be a single copy of the data being accessed by muilti-
ple programs.

The AVS field and UCD data types use shared memory. Geometries, pix-
maps, colormaps, user-defined data, the molecule data type, etc., do not.

The AVS kernel attempts to share data among modules when possible, by
placing the data in a shared memory region. Pointers to the data are passed
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between modules just as if each module had its own private buffer. This tech-
nigue cuts down on memory usage and also speeds processing because the
data does not have to be copied. (AVS 2 modules do not make use of shared
memory until they are recompiled and linked with AVS 3 or later libraries.)

The use of shared memory is normally completely transparent to the user.
However, because data is placed in a shared memory region by default when
AVS modules are executing on the same machine, modules cannot directly al-
ter data in an input port buffer. The shared data might also be in use by anoth-
er module that would be affected by the change to the data. If a module
wishes to modify data input data, it can set the special flag MODIFY_IN
when creating the port. This will cause a copy of the input data to be passed to
the module. If the module truly needs to directly modify the data in the input
buffer, its users must be aware that they must run AVS with ReadOnly-
SharedMemory 0 (disabled). See the description of AVScreate_input_portin
Appendix A.

AVS creates the shared memory keys as follows: the high-order byte of the
key is Ox1a; the next two bytes are the process id; the low order byte is a se-
guence number that is initially 0 for each process. If the desired key is already
in use, AVS increases the sequence number and tries again.

The use of shared memory may be limited or unavailable on certain plat-
forms. See the AVS Release Notes for more information.

Heterogeneous Network Support

AVS supports remote execution of modules. It uses the External Data Repre-
sentation (XDR) format to provide a machine independent representation of
data flowing between modules. The UNIX socket mechanism is used to pass
requests across the network. The Flow Executive executes modules in the
same order as if they were on a single machine. (AVS 2 modules do not use
the XDR format for data representation and so must be recompiled with AVS
3 or later libraries in order to execute properly across a network.) When ma-
chines on both ends of the socket have the same data representations, the
XDR translation layer is bypassed.

In AVS3, where connected modules on a remote host were in the same pro-
cess, data would be passed directly between them using a pointer passed
through the flow executive. (Most AVS modules were combined into a single
executable to support this.) However, if the remote modules were in different
processes, data flowed from a remote module to the AVS Flow Executive, and
then back to a downstream remote module, resulting in system network over-
head for every module-to-module connection on a remote host. A better solu-
tion is to run more than one remote module from a single UNIX process. See
Chapter Four for information on how to do this. Starting with AVS 4, addi-
tional sockets are created so data can be transferred directly between mod-
ules. This is called Direct Module Communcation (DMC).
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The user interface supporting remote module execution is built on the Mod-
ule Tools sub-menu of the Network Editor. The Read Remote Modules but-
ton brings up a browser panel which prompts the user for the name of a
remote host. The contents of the panel are constructed from a Hosts file, either
the system default in /usr/avs/runtime/hosts, or any such file specified in the us-
er’s .avsrc file with the Hosts keyword. The Hosts file contains the name of the
available remote hosts, a remote command to execute to establish contact
with the remote host (usually rsh) and the pathname to a directory of AVS
modules on the remote host. AVS creates a socket connection to the remote
host and looks for an executable file named list_dir in the specified remote di-
rectory. list_dir is a special program that executes on the remot host and dis-
plays a browser with the contents of the remote directory, i.e., module
binaries, available for execution. For complete information regarding the
loading and use of remote modules, see the AVS User’s Guide.

Data Flow Diagram

Figure 1-1 illustrates the collective impact of running multiple modules in a
single process, shared memory, and direct module communication on data
flow through AVS networks.

K is the AVS kernel. M1 and M2 are AVS modules. D represents an area allo-
cated for data.

Note that the AVS kernel is always in a separate process. Also note that some
twelve modules are "builtin" to the AVS kernel and execute in its process.
The next section describes which of the supplied AVS modules execute in
what processes.

In the AVS 3 and AVS 4 coroutine, no direct module communication case:

*  When M1 and M2 are in different processes:

e  Without shared memory (for example, when passing geometries be-
tween modules, when the host does not support shared memory, or
with -noshm specified), the data must be copied from M1 to the AVS
kernel, which then copies it to M2. There are three copies of M1’s
output data.

e With shared memory, M1 creates a shared memory segment. The
AVS kernel is involved in two ways: it receives control information
about the output data area from M1 and passes this along to M2, and
the kernel also attaches the shared memory segment itself. M2 at-
taches the shared memory segment. There is only one copy of M1’s
output data.

*  When M1 and M2 are in the same process:

* The two modules share data by passing pointers. No shared memory
segments are involved. The kernel has only a control link to the mod-
ules’ process. Itis not involved in passing the data. There is only one
copy of M1’s output data.
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Figure 1-1 Data Flow Between Kernel and Modules

In the AVS 4 subroutine, with direct module communication case:

*  When M1 and M2 are in different processes:

*  Without shared memory, the kernel’s control communication channel
informs M1 that M2 requires its data. M1 then contacts M2 directly,
sending its output data to M2’s DMC socket. M2 copies the data into
its own area. There are two copies of M1’s output data.

*  With shared memory, the AVS kernel’s control communication chan-
nel informs M1 that M2 requires its data. M1 then contacts M2 direct-
ly. M2 attaches the shared memory segment created by M1. The
kernel does not attach the shared memory segment. There is one
copy of M1’s output data.
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*  When M1 and M2 are in the same process, behavior is the same as with-
out direct module communication.

The pathways are identical when one or both M1 and M2 are on a remote
host, with one exception. Under AVS 3, remote modules in separate processes
would behave has though there were no shared memory even if the remote
host supported shared memory. In AVS 4, remote modules behave the same
as local modules.

Note that parallel modules must execute in separate processes.

Shared memory, direct module communication, and multiple modules in a
single process can all be turned on and off with command line options and/or
.avsrc startup file keywords. Module processes can be further regulated with
the Network Editor’s Module Editor by adjusting the modules’ group. This
last option is described in the "Advanced Topics" chapter of this manual.

Some platforms’ operating systems limit the number and size of shared mem-
ory segments available, and/or the number of processes that can attach to a
shared memory segment. When such limits are encountered, AVS attempts to
fall back on the multiple process/no shared memory approach to passing
data among modules. Such limits are usually documented in the platform’s
release notes, along with information on how to increase the system limits, if
possible.

Multiple Module Processes in AVS

There are two main categories of processes in AVS: the AVS kernel and AVS
modules. The kernel always runs as a separate process. Some AVS modules
are part of the kernel and run in its process. These are the so-called "builtin"
modules:

generate colormap
display image
display pixmap
geometry viewer
graph viewer
image viewer
render geometry
transform pixmap (not present on all platforms)
colormap manager
image manager
render manager

Most of the rest of the AVS modules are compiled together in one of two bina-
ries. All of the modules in one of these binaries execute in a single process.
The actual partitioning of modules varies from release to release. In general:

e Al UCD modules are in the binary /usr/avs/avs_library/ucd_multm
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* Most of the rest of the supported modules are in the binary /usr/avs/avs_I-
ibrary/mongo

There is a set of modules, mostly coroutines, that each reside and execute in
their own, separate process. The library files /usr/avs/avs_library/Supported
and /usr/avs/unsupp_mods/Unsupported lists all modules and their correspond-
ing binaries.

Release Compatibility

With AVS 4 there are new elements in certain data structures, including the
"field" structure. To access the new elements, modules must be recompiled
and relinked. In general, AVS 3 modules continue to work properly under
AVS 4. You can use AVS 3 and AVS 4 modules together in a single network.

To take advantage of new AVS 4 features, such as mesh ids, existing user
modules must be recompiled using the new AVS 4 libraries. Code that uses
the AVSbuild_field routine cannot make maximal use of shared memory and
is no longer the recommended approach to creating fields. AVS will, however,
continue to support this routine. See Chapter Two for detailed information
about allocating fields in a module.

Portability Issues

This section describes issues to consider when writing code that runs on dif-
ferent platforms.

Writing Portable Code

With a little effort, you can write AVS modules that do not require source code
changes when porting between different platforms. Avoid the use of non-
standard operating system calls and "include” files, and do not rely on hard-
ware specific features such as integer word length.

When allocating space for data, don’t assume a particular size for a type dec-
laration such as short, int, float, or double. For example, to allocate an array of
64 integers, don’t allocate "64*4" bytes; rather, allocate "64*sizeof(int)".

When dealing with data structures built out of bytes, do not manipulate the
bytes as integers. In particular, when dealing with AVS images, the RGB data
is represented as a 4-vector of bytes. Do not assume that integers are four
bytes and manipulate the pixels as integers. When allocating space, for in-
stance, do not use "width*height*sizeof(int)"; rather, use "width*height*4*-
sizeof(char)".
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If you cast a value of "char*" to "int*", add 1 to it, and cast it back to "char *", it
could have the result of adding 4 on some platforms or 8 (e.g., on a Cray) to
the original pointer value, so don’t assume a particular value.

When allocating memory for use within a single function, you should use the
ALLOC_LOCAL and FREE_LOCAL macros in port.h instead of system calls
peculiar to the local implementation of UNIX. This will cause AVS to use the
alloca call on systems that support it, and malloc on other platforms. FOR-
TRAN code should avoid using malloc on the local platform and use AVS-
data_alloc or AVSptr_alloc as appropriate.

Usually, FORTRAN statements cannot exceed 72 characters.

For machines that do not support a FORTRAN BYTE or LOGICAL*1 data
type, there are two routines in the AVS library, AVSload_byte and AVSs-
tore_byte, that you can use to access and store 8-bit integer values.

You should use the FORTRAN include syntax of ’INCLUDE file’, starting in
column 7, rather than the C preprocessor form.

An appendix describes a utility program, f77_binding, that generates inter-
language interface functions. These functions allow code written in C to call
subprograms written in FORTRAN, and vice-versa.

It is strongly recommended that user Makefiles follow the conventions of the /
usr/avs/examples Makefile to enhance portability. Particularly, using Makein-
clude and the macros it provides such as LASTLIBS, can simplify the task o